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We discuss here an exact method to determine the parameters regulating the screened Coulomb
interactions among spherical macroions immersed in a simple electrolyte. This approach provides
rigorous definitions for the corresponding screening length, effective permittivity, and renormalized
charges, and can be employed for precise and reliable calculations of these parameters within any
scheme. In particular, we introduce a simple procedure for extracting this information from computer
simulations. The viability of this approach is demonstrated by applying it to a three-component model
system which includes anionic nanoparticles and monovalent cations and anions. The mean forces
between nanoparticles are determined directly from simulations with two macroions, plus small ions,
inside a single cell with periodic boundary conditions. The values of the parameters of interest, on the
other hand, are gathered from two separate sets of computer simulations: one set provides information
about the short-range correlations among the small ions, which in turn determine the screening length
and effective permittivity; the second set supplies the short-range components of the ionic distribution
around one isolated macroion, which also determine its renormalized charge. The method presented
here thus avoids the uncertain fitting of these parameters from the asymptotic tail of the mean force
and allows us to investigate in detail this connection between the renormalized charge of the macroion
and the short-range (virtual) part of the ionic cloud surrounding it. Using the standard prescription to
extract an effective charge from the corresponding renormalized value, we then proceed to clarify the
mechanisms behind the possibility of effective charge amplification (i.e., an effective charge larger
than the bare macroion charge). Complementarily, we report results for the corresponding bridge
functions too. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4817776]

I. INTRODUCTION

Charged colloids in aqueous solutions are of paramount
importance in a wide range of technological, industrial, bi-
ological, and physicochemical applications. Two well es-
tablished experimental techniques applied to the study
of colloidal suspensions, light scattering,1–7 and optical
microscopy,8–17 have provided a wealth of information about
the static structure and dynamic properties of the suspended
macroions. An important characteristic of these experimental
techniques is that the length scales probed by them, of the or-
der of 10 nm–5000 nm, are much larger than the typical size
of the remaining components in the system, namely, the small
ions and solvent molecules in the suspension. The information
obtained by these means is thus mostly related to the correla-
tions among the colloidal particles (macroions), and anything
corresponding to the other components of the suspension has
to be inferred indirectly. This situation has also been mir-
rored in the corresponding theoretical research, where many
endeavors have been directed to the development of models in
which only the observable macroparticles are explicitly taken

a)Author to whom correspondence should be addressed. Electronic mail:
m-olvera@northwestern.edu

into account. The main point of these models is the descrip-
tion of the interactions among the macroparticles in terms of
effective pair potentials (EPPs), which, in principle, emerge
from averaging out the unobservable components. The best
known model for colloidal suspensions of charged spherical
particles is based on the Derjaguin-Landau-Verwey-Overbeek
(DLVO) potential, basically given by a combination of hard
sphere repulsion and van der Waals attraction for the short
range component of the macroion-macroion interaction, plus
a screened Coulomb (Yukawa) potential for the long range
component of this interaction.18, 19 Historically, this model
provided the first successful description of the stability of col-
loidal suspensions controlled by the irreversible flocculation
of the suspended colloids. A stripped-down version of this
model, in which the van der Waals component is neglected,
has also been quite successful in the description of the two-
point correlations observed in sufficiently dilute suspensions
with moderately low salt concentrations.

The electrostatic component of the DLVO potential, orig-
inally obtained within the context of the linearized Poisson-
Boltzmann (PB) equation, has also been rigorously derived
from the primitive model level of description, which
assumes that the solvent is a structureless continuum and
models all the ionic species as charged hard spheres of
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different sizes and charges, by using the Ornstein-Zernike
(OZ) equation in combination with the mean spherical ap-
proximation (MSA) for the correlations among all the com-
ponents in the system. The standard DLVO result is then
gained by assuming the small ions to be point-like, thus mak-
ing the MSA closure equivalent to the Debye-Hückel approx-
imation for the correlations among these small ions, while
keeping the size of the macroions finite but taking the limit
of infinite macroion dilution.20 Under these conditions, it is
still possible to consider polydispersity in colloid size and
charge.19 This line of inquire (about effective interactions
among macroions) has been extended to less restrictive con-
ditions, still within the solvent as a structureless background
(McMillan-Mayer) level of description, by considering non-
linear correlations between macroions and small ions, finite
macroion concentrations, finite small ion sizes, and sponta-
neous charge regulation.20–55

A central conclusion from these theoretical studies has
been the confirmation of the screened Coulomb model for
the long-range effective interactions among macroions, at
least for sufficiently dilute supporting electrolytes. The main
features of this model are its screening length, determined
mainly by the electrolyte concentration, and the renormal-
ized charges, regulated mostly by the short-range distribu-
tions of small ions around the macroions. A rather standard
prescription,23, 33, 38, 46, 52 employed in many cases, defines an
effective macroion charge by equating the obtained renor-
malized charge to the corresponding DLVO formula. It is
also often assumed that the corresponding screening length
is identical to the Debye length, which is true only within a
mean-field approach for the correlations among the small ions
in an infinitely extended system.26, 32, 36, 38, 40, 43, 52 Trizac and
collaborators,46 however, have shown that even within this
level of approximation this is not necessarily true when con-
sidering (finite) Wigner-Seitz cells, besides providing useful
analytical relationships that facilitate the determination of the
effective charges. On the other hand, the divergence between
the real screening length and the Debye value has been con-
firmed by computer simulation studies.39, 41, 50, 55 Moreover,
even the additivity of the effective charges has been called
into question by this type of studies,50 prompting the demand
for a deeper understanding of these issues.

A general and rigorous theoretical framework for the def-
inition of the parameters involved in the screened Coulomb
potential, based on the synthesis of the exact techniques
from the dressed ion theory developed by Kjellander and
Mitchell56, 57 with the precise definition of effective direct
correlation functions,25–27 already exists.36, 43 This scheme
shows explicitly how the relevant parameters (e.g., screen-
ing length and renormalized charges) are connected to the
short-range components of the correlations among the diverse
ionic species in the suspension, while clearly distinguishing
between its observable and unobservable constituents; there-
fore, any ad hoc assumptions about the nature of these param-
eters are avoided. The main purpose of the present work is to
provide a detailed description of a simple and direct approach,
based on the ideas first proposed by Ulander and Kjellander,58

that allows the implementation of this conceptual framework
to computer simulation studies of colloidal suspensions. This

method thus circumvents the shortcomings present in most
theoretical schemes, which provide only approximated an-
swers, while reducing the uncertainty involved in fitting the
simulation data to the model potential. Moreover, such ap-
proach should help to elucidate some outstanding questions
about the foundations of the screened Coulomb potential, and
the limits of its applicability. The general scheme described
here is tested by considering a model three-component sys-
tem, constituted by anionic nanoparticles plus monovalent an-
ions and cations. Among other interesting results, it is found
that, under suitable conditions, the macroion effective charge
may become larger in magnitude than the corresponding bare
charge. The impact of this and other effects on the overall
stability of the colloidal suspension is discussed elsewhere.63

Here, we present an extended analysis of mechanisms un-
derlying this charge amplification, based on the examination
of the short-range (virtual) ionic distributions dressing each
macroion. Such analysis substantiates the argument that the
presence of large counterions allows the adsorption of the
smaller coions to the macroion surface, thus inducing the in-
efficient electrostatic shielding (nonlinear screening) that aug-
ments its effective charge.

In Sec. II, we describe the exact procedure for obtain-
ing the effective direct correlation functions, which emerge
after averaging out the unobservable species (i.e., the sup-
porting electrolyte), and the definition of the effective pair
potentials in terms of these correlation functions. Section III
provides a brief description of the results gained by apply-
ing the rigorous dressed ion theory approach to these effec-
tive direct correlation functions, and how these results in turn
establish the definitions of the parameters governing the long-
range interactions among the macroions: the effective per-
mittivity and screening length, emerging mostly from the
supporting electrolyte, and the renormalized charges of the
observable macroions, determined by the short-range correla-
tions between them and the small ions. Section IV gives an
account of the model system and the computer simulation ap-
proach used to calculate the mean forces, as well as the gen-
eral scheme employed to produce the short-range correlations
needed for the determination of the screened Coulomb param-
eters. The ensuing results are then presented in Sec. V, with
a discussion of the nature of the virtual charge distributions
that induce the renormalized charges and the properties of the
corresponding bridge functions. Concluding remarks are pro-
vided in Sec. VI.

II. EFFECTIVE INTERACTIONS IN MULTICOMPONENT
SYSTEMS

The description of the microscopic structure of an uni-
form multicomponent fluid with M species of spherical par-
ticles entails the determination of the full set of M(M + 1)/2
independent radial distribution functions gij(r) ≡ hij(r) + 1,
where hij(r) is the two-point total correlation function between
a particle of species i and a particle of species j separated by
a distance r, taking into account that hij(r) = hji(r). Standard
theoretical approaches for the determination of these correla-
tion functions make use of the set of OZ equations, which in
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Fourier space take the form

h̃ij (k) = c̃ij (k) +
M∑

p=1

c̃ip(k) ρp h̃pj (k) (1)

for i, j = 1, 2, . . . , M, where ρp is the number density of
particles of species p in the system. These equations may
simply be regarded as the definition of the direct correlation
functions cij(r) in terms of the corresponding total correlation
functions, and their Fourier transformed versions are indeed
related to the corresponding real space functions by the usual
prescription,

χ̃ (k) ≡ 4π

∫ ∞

0
dr r2 j0(kr) χ (r), (2)

where j0(x) ≡ sin (x)/x is the spherical Bessel function of or-
der zero. Assuming that all the interactions are pairwise addi-
tive, the OZ equations are then complemented by the closure
relations

cij (r) = −βuij (r) + hij (r) − ln(1 + hij (r)) + bij (r) (3)

for i, j = 1, . . . , M, where uij(r) is the pair potential between a
particle of species i and one of species j, β ≡ (kBT)−1, kB is the
Boltzmann constant, and T is the temperature of the system.
Equation (3) can also be interpreted as the definition of the
bridge functions bij(r).

For many situations of interest, however, dealing with the
full set of M(M + 1)/2 independent correlation functions is
excessive or impractical, particularly in light of the fact that
usually only a subset of the components is directly observed
in a given experimental setup. From the theoretical side, this
partial knowledge of the structure can be interpreted in terms
of the EPPs, which account for the measured correlations
and are mediated by the unobservable components. The stan-
dard approach36 for the determination of these EPPs starts by
rewriting Eq. (1) in the matrix form

H = C + C R H, (4)

where [R]ij = ρ iδij, [H]ij = h̃ij (k), and [C]ij = c̃ij (k). Thus,
for all these matrices XT = X, where the superscript T means
transpose, and X stands for R, H, or C. If m < M is the num-
ber of observable species in the system, then each one of the
matrices in the previous equation can be partitioned in accor-
dance with this distinction between observable and unobserv-
able species,

X =
(

XOO XOB

XBO XBB

)
, (5)

where the subscript O corresponds to the subset of m ob-
servable components, whereas the subscript B corresponds to
the subset of M − m background (unobservable) components.
The density matrix R is diagonal, and therefore ROB = RT

BO

= 0, where 0 is the appropriate null matrix. Also for sim-
plicity, we define RO ≡ ROO and RB ≡ RBB . This matrix
partition can then be used to rewrite Eq. (4) as a set of four
interconnected matrix equations, which upon recombination
yield the contracted OZ equation

HOO = Ceff
OO + Ceff

OO RO HOO, (6)

where

Ceff
OO = COO + COB

(
R−1

B − CBB

)−1
CBO (7)

is the m × m matrix of effective direct correlation functions
that reproduce the observable total correlation functions.

In the final step, the EPPs among the observable compo-
nents, ueff

ij (r), are defined by the equivalent of Eq. (3),

ceff
ij (r) = −βueff

ij (r) + hij (r) − ln(1 + hij (r)) + bij (r; {ueff}),
(8)

for i, j = 1, . . . , m, where we have indicated that the corre-
sponding bridge functions should be evaluated as functionals
of the EPPs. A perhaps more useful relation is obtained by
combining this last definition with the original bridge equa-
tion (3) to yield the expression

βueff
ij (r) = βuij (r) + cij (r) − ceff

ij (r)

+ bij (r; {ueff}) − bij (r; {u}), (9)

which links more directly these EPPs to the corresponding
bare pair potentials. In the contracted description just de-
scribed, the unobservable particles have been removed, leav-
ing us with an effective system where the interactions among
the remaining particles are given by the emerging EPPs. It
should be mentioned that, in general, no exact solution may
exist for these EPPs, and approximate expressions for bij(r;
{u}) must be unavoidable in most instances. Furthermore,
the EPPs defined in this way provide only the correct two-
body distribution functions and it is not to be expected that
higher-order correlations would be accurately accounted by
them. Nevertheless, in the limit of infinite dilution of ob-
servable particles (RO = 0) the EPPs become identical to
the potentials of mean force (PMFs) among these observable
particles, which are defined as βwij (r)≡ −ln (1+hij(r)), thus
connecting the present approach with other commonly used
techniques.

Even though the EPPs defined by Eq. (8) may not exist,
the effective direct correlation functions introduced in Eq. (6)
are always well characterized. Let us consider the internal po-
tential energy of our system as a function of the positions of
the observable and background components: V̂ ({r}O, {r}B).
The effective potential energy of the observable components
is then attained by integrating out the unobservable particles,

βV̂ eff
O ({r}O) = − ln

[ ∏
γ∈B

(
�

3Nγ

γ Nγ !
)−1

×
∫

d{r}B exp(−βV̂ ({r}O, {r}B))

]
, (10)

where �γ and Nγ are, respectively, the thermal de Broglie
wavelength and number of particles of species γ . There-
fore, the set of functions ceff

ij (r) are given, in the thermody-
namic limit, by the second functional derivative with respect
to the corresponding local densities of the intrinsic excess
free energy pertaining to this effective potential energy (see
Appendix A). In general, V̂ eff

O ({r}O) is not pairwise addi-
tive, even when V̂ ({r}O, {r}B) is so. Nonetheless, as shown in
Sec. III, for the effective electrostatic interactions such pair-
wise additivity is invariably guaranteed.
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III. DRESSED ION THEORY FOR THE EFFECTIVE
PAIR POTENTIALS

The definitions of Sec. II can be profitably applied to
charged fluid systems in which the electrostatic interactions
play a central role in the determination of their microscopic
and thermodynamic properties.36 Let us start by considering
the general case in which there is a spherical charge distribu-
tion zi(r) (in units of e) associated to each particle of species i.
Hence, the Fourier transformed pair potential between a par-
ticle of species i and one of species j takes the form

βũij (k) = βũs
ij (k) + z̃i(k) 	bυ̃(k) z̃j (k), (11)

where us
ij (r) is the short-range part of the interaction, 	b

≡ e2/4πεrε0kBT is the Bjerrum length of the system of in-
terest, e is the proton charge, ε0 is the vacuum permittivity,
and εr is the dielectric constant of the background. Although
it is usually assumed that the electrostatic potential is of the
form υ(r) = r−1, for the sake of generality it will be assumed
here only that it takes this form in the asymptotic regime, so
limr → ∞ r υ(r) = 1. In this case, we have that

υ̃(k) = 4π f (k)

k2
, (12)

where the function f(k) is analytic, even, and such that
f(0) = 1 and limk → ∞|f(k)| < ∞. From Eq. (2), and using the
fact that j0(0) = 1, it is clear that qi ≡ z̃i(0) is the total charge
(in units of e) associated with a particle of species i. Further-
more, the kind of uniform charged system considered here
must fulfill the global electroneutrality condition

∑M
i=1 ρiqi

= 0 to be thermodynamically stable.
From Eqs. (3) and (11) then follows that the functions

c̃ij (k) take the form

c̃ij (k) = c̃s
ij (k) − z̃i(k) 	bυ̃(k) z̃j (k) (13)

for i, j = 1, 2, . . . , M, where the functions c̃s
ij (k) are the cor-

responding short-range components of the direct correlation
functions. In matrix notation, this reads like

C = Cs − 	bυ̃(k)ZZT, (14)

where the column vector Z has the components [Z]i = z̃i(k).
Using the partition ZT = (ZT

O, ZT
B ) when introducing this last

result into Eq. (7), and following the methods first developed
by Kjellander and Mitchell,56, 57 one arrives to the desired set
of results,36, 43

Ceff
OO = Cs

OO + Cs
OBWBCs

BO − 	bυ̃
(R)(k) Z(R)

O Z(R)T
O ,

(15)
where we have introduced the auxiliary matrix

WB ≡ (
R−1

B − Cs
BB

)−1
, (16)

the renormalized charge distributions given by

Z(R)
O ≡ ZO + Cs

OBWBZB, (17)

and the renormalized electrostatic potential υ̃(R)(k), related to
the bare electrostatic potential by the recursive relation

υ̃(R)(k) = υ̃(k) − υ̃(k)
κ2

B(k)

4π
υ̃(R)(k), (18)

with the screening function given by

κ2
B(k) ≡ 4π	bZT

BWBZB . (19)

From the combination of Eqs. (12) and (18) follows that the
renormalized electrostatic potential takes the form

υ̃(R)(k) = 4π f (k)

k2 + f (k) κ2
B(k)

, (20)

and therefore its asymptotic behavior will, in general, differ
from that of υ̃(k). Finally, Eqs. (9) and (15) then lead us to the
conclusion that the EPPs in charged simple fluids are actually
of the general form

βũeff
ij (k) = βũse

ij (k) + βũee
ij (k), (21)

with the effective electrostatic pair interaction given by

βũee
ij (k) = z̃

(R)
i (k) 	bυ̃

(R)(k) z̃
(R)
j (k) (22)

for i, j = 1, 2, . . . , m, where z̃
(R)
i (k) = [Z(R)

O ]i and use
ij (r)

is the corresponding short-range component of this effective
pair potential.

As mentioned above, even if the EPPs may not rigor-
ously exist in general, the effective electrostatic interaction of
Eq. (22) remains true in all cases. This last result follows di-
rectly from Eq. (15), which in turn depends only on the form
of cij(r) given in Eq. (13), and has nothing to do with the defi-
nition in Eq. (8). Therefore, for systems with charged particles
the effective potential energy defined in Eq. (10) has always a
pairwise additive component constituted by sums of βuee

ij (r).
This universality encompasses, of course, the renormalized
charge distributions and electrostatic potential defined in
Eqs. (17) and (18), respectively.

The main interest of these results concern their applica-
tion to the determination of the asymptotic behavior of the
effective interactions among macroions immersed in a sim-
ple electrolyte.56, 57 According to the residue theorem, this be-
havior will be determined by the poles of ũeff

ps(k) in the upper
half of the complex k-plane closest to the real axis. For suffi-
ciently dilute solutions, the single dominant pole comes from
the renormalized electrostatic potential υ̃(R)(k) and is purely
imaginary. Denoting this pole by k = iη, we then have that

	bυ
(R)(r) ∼ 	b

E(R) r
exp(−η r), (23)

where E(R) comes from the corresponding residue; therefore,
η−1 plays the role of an effective screening length and E(R)

accounts for the electric polarizability of the supporting elec-
trolyte. Under these circumstances, one can then posit that the
EPP between two spherical macroions in a polydisperse solu-
tion always takes the general form

βueff
ps(r) = βu∗

ps(r) + 	b

E(R) r
exp(−η r) Ap As (24)

for p, s = 1, 2, . . . , m (p and s denote the observable compo-
nents for the rest of this section), where Ap ≡ z̃(R)

p (iη) is the
renormalized charge of a macroion of type p in elementary
charge units and u∗

ps(r) represents the effective short-range
interaction between these macroions. In this short-range term,
we are throwing in all the contributions that do not fit the
asymptotic Yukawa form; that is, not only use

ps(r), but also the
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non-asymptotic contributions from uee
ps(r) in Eq. (22). Com-

pared to the possibility of asymptotic terms of the general
form 	b Mps exp (−ηps r)/E(R) r, it is a significant conclusion
from the exact dressed ion theory analysis that not only all
the screening lengths are identical (η−1

ps = η−1), but also that
the corresponding coupling parameters are additive: ln (Mps)
= ln (Ap) + ln (As).

From Eqs. (16) and (19) follows that for extremely dilute
supporting electrolytes, namely, when RB → 0, the screen-
ing function takes the limiting constant value κ2

B(k) ≈ κ2
D

(≡ 4π	bZT
BRBZB), where κ−1

D is the Debye screening length
of this supporting electrolyte. Consequently, in this regime oc-
curs that η ≈ κD and E(R) ≈ 1. Indeed, in the standard DLVO
theory the Debye-Hückel model is assumed for the supporting
electrolyte (i.e., f(k) = 1 and Cs

BB = 0), so in this instance we
have the exact equalities E(R) = 1 and η = κD. The other in-
gredients of this theory are that each macroion of species p is
modeled as a hard sphere of diameter σ p, that the correlations
between it and the small ions in the supporting electrolyte are
linearized, and that R0 = 0. The resulting expression for the
renormalized charges is then19, 20

A(DLV O)
p = exp(κD σp/2)

1 + κD σp/2
qp, (25)

where qp is the bare charge in elementary charge units of
a macroion of type p. Still within the realm of the Debye-
Hückel model, it has been investigated how the renormalized
charge is affected either by nonlinear correlations between the
macroions and the small ions,23, 33, 36 or by finite macroion
concentrations R0 	= 0,26, 28 as well as by combination of both
effects.25, 43

IV. MODEL SYSTEM AND COMPUTER SIMULATION
METHODOLOGY

For simplicity, let us consider a multicomponent ionic so-
lution, treated at the McMillan-Mayer level of description,
in which the ionic species are modeled as soft-core charged
spheres with point-charges embedded in their centers and
immersed in a uniform structureless dielectric background.
Hence, the pair interaction between a particle of species i and
a particle of species j separated at a distance r is given by

βuij (r) = βurc
ij (r) + 	b

r
qi qj , (26)

with the repulsive core potential modeled as follows: a hard
core βurc

ij (r) = ∞ for r ≤ �ij, a shifted-truncated Lennard-
Jones potential

βurc
ij (r) = 4

[(
σ

r − �ij

)12

−
(

σ

r − �ij

)6
]

+ 1 (27)

for �ij < r < �ij + 21/6σ , and by βurc
ij (r) = 0 for r ≥ �ij

+ 21/6σ . The parameter �ij = (di + dj)/2 − σ then acts as
the hard-core diameter in this interaction, di being the effec-
tive diameter of species i, whereas σ regulates its hardness. In
this way, βurc

ij ((di + dj )/2) = 1 and the form of the potential
guarantees a soft continuous repulsion beyond the inner core,
that is, for r > �ij. In order to mimic the hard core interaction

characteristic of the primitive model, σ is set here equal
to 0.1 nm.

Keeping with the simplest scenario for a colloidal sus-
pension, we focus our study to three ionic components:
macroions, denoted as species M; anions, denoted as species
a; and cations, denoted as species c. The following set of
parameter values is considered fixed throughout this work:
	b = 0.71432 nm, qM = −90, qa = −1, qc = +1, dM = 5.1 nm,
and da = 0.3 nm. And in order to evaluate the effects of the
counterion size, two cation diameters are considered:
dc = 0.5 nm and dc = 1.0 nm. Furthermore, the subset of ob-
servable species encompasses only the macroions, whereas
the subset of background species includes both species of
small ions, namely, the monovalent anions and cations. Phys-
ically, these parameters are associated to a suspension of
highly charged coated gold nanoparticles immersed in an
aqueous solution of NaOH and TBAOH.59–62 In this experi-
mental system, it was observed that highly charged nanopar-
ticles coagulate near a concentration of 0.1 M for the
electrolyte with the smallest cation, whereas the colloidal
suspension remained stable at concentrations exceeding 1 M
for larger cations. The physical mechanism behind this en-
hanced colloidal stability is discussed elsewhere.63

Here, our main subject is to study the effective force be-
tween two macroions defined by

βF (r) = − d

dr
βueff

MM (r), (28)

which can be evaluated from computer simulations using the
general approach described in a previous work.54 In summary,
a cubic simulation cell with periodic boundary conditions is
used to perform molecular dynamics (MD) simulations. Two
identical nanoparticles were located at fixed positions along
one diagonal of the cubic simulation box, symmetrically with
respect to the center of the cell, while surrounded by the freely
moving monovalent ions (cations and anions) in such a way
that the electroneutrality condition,

NM qM + Na qa + Nc qc = 0, (29)

with NM = 2 is indeed fulfilled in all cases. Na and Nc are,
respectively, the number of anions and cations within the cell
(see Figure 1(a)). MD simulations were carried out using the
LAMMPS package64, 65 in the NVT ensemble via a Nosé-
Hoover thermostat66, 67 at a reduced temperature T′ = kBT/ε
= 1, where ε = kBT is the thermal energy. The time step used
was 0.02τ , where τ is the reduced Lennard-Jones unit of time.
The total number of ions N = Na + Nc used in simulations was
around 3200 particles. 10× 106 MD time steps were used to
thermalize the system. The total repulsive core and electro-
static forces acting over each nanoparticle were sampled each
10 MD time steps (in a compromise between efficiency and
reduction of time correlations), and between 26 and 52 × 106

of MD time steps were performed to calculate the time aver-
age of the forces.

At a given instant, the net force exerted over one nanopar-
ticle, labeled as A and located at the position rA, is the sum of
the direct force exerted by the other nanoparticle, labeled as B
and located at rB , plus the sum of the forces exerted by each
one of the mobile ions, located, respectively, at the positions
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FIG. 1. Monte Carlo simulation setups. (a) Two nanoparticles immersed in a
size-asymmetric monovalent electrolyte. (b) A single nanoparticle immersed
in a size-asymmetric monovalent electrolyte. (c) The bulk size-asymmetric
electrolyte.

r (γ )
i , where γ = a, c and i = 1, 2, . . . , Nγ . That is, the net

force over the macroion A is given by

FA(rA) = −∇AuMM (|rA − rB |)

−
∑

γ=a,c

Nγ∑
i=1

∇AuMγ (|rA − r (γ )
i |), (30)

where ∇A denotes the gradient with respect to rA. Due to the
symmetry of the system, the ensemble average of the net force
over the nanoparticle A must lie in the direction of rA − rB ,
and moreover, be a function only of the separation distance
between the centers of the two nanoparticles r = |rA − rB |.
Thus, after averaging over all the configurations, one obtains
the corresponding magnitude for the mean force

F (r) r̂AB = 〈 FA(rA)〉, (31)

where 〈· · ·〉 denotes time average in the MD simulations, and
r̂AB is the unit vector pointing in the direction from B to A.
With these definitions, positive values of F(r) correspond to
repulsive mean forces between the nanoparticles, while neg-
ative values correspond to attractive mean forces. In order to
reduce the effect of random fluctuations at large separation
distances, the projection of the resulting time-averaged force
over the line joining both nanoparticles was averaged from
four independent simulations in all cases. This means that
eight different time-averaged forces were used to calculate the
final value of F(r) and the corresponding standard deviation,
which is a measure of the associated error.

To determine the parameters characterizing the asymp-
totic behavior of βF(r), two other sets of simulations were
performed with the same cubic cell, periodic boundary con-
ditions, time step, etc., considered above. In one set, a single
nanoparticle was located at the center of the cell in the pres-
ence of size-asymmetric monovalent salt (see Figure 1(b)), so
NM = 1 in Eq. (29). From this system, the macroion-anion
and macroion-cation correlations, hMa(r) and hMc(r), respec-
tively, were obtained. The bulk correlations among the small

ions, haa(r), hac(r), and hcc(r), were gained from another set
of simulations in which no nanoparticle was included (see
Figure 1(c)), that is, when NM = 0 in Eq. (29). For consis-
tency, the bulk number densities employed in this last set were
matched to the corresponding bulk densities found in the sim-
ulations with a single nanoparticle at the center of the cell,
namely, the local density values found at the boundaries of the
cell, far away from the central macroion (the determination of
the corresponding bulk densities for the simulations with two
macroions is more difficult since, as discussed ahead, it may
depend on the separation distance between macroions). In all
these instances, the total number of ions N = Na + Nc used
were around 2000, and between 10 and 20 × 106 of MD time
steps were executed to evaluate the correlation functions. For
all the simulation configurations illustrated in Figure 1, elec-
trostatic interactions were handled properly via the well es-
tablished Ewald summation method.

The short-range direct correlation functions c̃s
ij (k),

needed for the determination of η, E(R) and AM, are then gar-
nered from these simulation data following the ideas proposed
by Ulander and Kjellander.58 Here, we proceed as follows.
The multicomponent OZ equations are complemented with
the set of closures given by

hij (r) = hsim
ij (r) (32)

for r ≤ Rc
ij , where hsim

ij (r) is the total correlation function ob-
tained from the computer simulations, and by

hij (r) = exp
(
ξ s
ij (r) + bext

ij (r) − βus
ij (r)

) − 1 (33)

for r > Rc
ij , where ξ s

ij (r) = hij (r) − cs
ij (r) is the short-range

indirect correlation function and bext
ij (r) is an extrapolation

of the corresponding bridge function obtained in the region
r ≤ Rc

ij ; Eq. (33) follows directly from Eqs. (3) and (13). If
the cutoff distances Rc

ij are large enough, the corresponding
bridge functions become negligible and different extrapola-
tion approaches yield basically the same results. However, Rc

ij

cannot be too large since for the canonical ensemble hij(r)
∼ −N−1 instead of the grand canonical ensemble asymptotic
behavior, hij(r) ∼ 0, which underpins the validity of the OZ
equations. In practice, the optimal Rc

ij are determined by sim-
ply requiring that the calculated total correlation functions
match the simulated ones in the region just outside the cut-
off distance, that is, hij(r) ≈ hsim

ij (r) for r � Rc
ij . To facilitate

the numerical calculations, by assuring a fast enough decay of
υ̃(k) for large values of k, we assume that f(k) = α2/(k2 + α2)
in Eq. (12), so υ(r) does not diverge at r = 0 and

βus
ij (r) = βurc

ij (r) + 	b

r
exp(−α r) qi qj (34)

is then the short-range potential used here (with
α−1 = 0.02 nm to make this immaterial parameter smaller
than any physical length scale in the model). Further details
of the numerical method implemented to solve the multicom-
ponent OZ equations with the closures defined by Eqs. (32)
and (33) are provided in Appendix B. Since this approach
depends mostly on numerical integrations of the distribution
functions obtained from computer simulations, the error bars
for the computed values of the screened Coulomb parameters
are rather small, usually less than 5%.
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The present study is focused on the case of infinite
macroion dilution, namely, ρM = 0 M, and consequently the
full set of OZ equations decouple into three subsets. The first
subset involves only the bulk correlations among the small
ions, and allows us to determine the functions c̃s

aa(k), c̃s
ac(k),

and c̃s
cc(k), which in turn, according to Eqs. (16), (19), and

(20), fix the values of η and E(R). The second subset includes
the correlations between a macroion and the small ions, and
is thus applied to the determination of the functions c̃s

Ma(k)
and c̃s

Mc(k), from where the renormalized charge AM is then
obtained using Eq. (17). The third set relates the macroion-
macroion correlation to all the other correlations and can be
used to evaluate the bridge functions bMM(r). It should also be
pointed out that even though the aim is to emulate the infinite
dilution limit, the simulations with one nanoparticle per cell
correspond indeed to finite colloidal volume fractions, rang-
ing from 6.69 × 10−5 when ρa ≈ 0.002 M, up to 8.36 × 10−3

for ρa ≈ 0.2 M. Nonetheless, in all cases the box size is much
larger than the corresponding screening length, so the effect
from the finite volume fraction on the corresponding gMi(r)
for i = a, c is imperceptible, and can be safely neglected.

V. RESULTS

A. Mean forces

The data for βF(r)r2/	b obtained from the computer sim-
ulations described above are represented by the symbols in
Figure 2. Three salt concentrations are illustrated: 0.002 M
(squares), 0.02 M (circles), and 0.2 M (triangles); whereas
panels (a) and (b) correspond, respectively, to dc = 0.5 nm
and dc = 1.0 nm. The macroion-macroion effective force
clearly displays a crossover from a rapidly decaying short-
range regime to the long-range behavior described by the
functional form

βF asy(r) = 	b A2
M

E(R)

exp(−η r)

r2
(1 + η r), (35)

which is derived from the Yukawa component of the cor-
responding EPP, namely, from the second term in the right
hand side of Eq. (24). This crossover reflects the charac-
teristic features of the ionic distribution structure around
each macroion:56, 57 a counterion rich (coion depleted) re-
gion at short distances, roughly corresponding to the Stern
layer, but of finite thickness, followed by the diffuse (Gouy-
Chapman) region describable by a mean-field theory. There-
fore, the bump in βF(r) at short separation distances comes
from the overlapping of the Stern-like layers surrounding each
macroion and the fact that, as the macroions become closer,
these layers cannot effectively shield the bare macroion
charges.

The onset of the Yukawa force regime, on the other hand,
indicates that such overlapping is no longer taking place and,
consequently, the interaction is ruled by a screened Coulomb
potential with renormalized charges induced by the short-
range shielding from the small ions. It is also clear that the
counterion size affects not only the thickness of the Stern-
like shell, but also the magnitude of the renormalized charge.
In fact, as shown below, this size influences the screening

FIG. 2. Mean forces between two identical charged nanoparticles (times the
square separation distance) immersed in a 1:1 size-asymmetric electrolyte.
The nanoparticles have size dM = 5.1 nm and charge qM = −90, while the
anion size is da = 0.3 nm in all instances. In panel (a), the cation size is
dc = 0.5 nm, whereas in panel (b) the cation size is dc = 1.0 nm. In both pan-
els, the following salt concentrations were considered: 0.002 M (squares),
0.02 M (circles), and 0.2 M (triangles). The symbols correspond to MD sim-
ulations results (errors are at most of the size of the corresponding symbol),
while the lines correspond to Yukawa forces with the parameters given in
Table I, whose determination is the main subject of this work.

length and effective permittivity too. Naturally, it is possible
to fit the parameters η and 	bA

2
M/E(R) directly from the long-

range data for βF(r) or βueff
MM (r).23, 33, 41, 50, 52, 53, 55 Nonethe-

less, greater insight into the nature of the screened Coulomb
parameters, via their connection to the correlations among
the small ions and between them and the macroions, can
be gained from applying instead the results contained in
Eqs. (16)–(22). The lines in Figure 2 represent the results of
this endeavor, with the details described next.

B. Screened Coulomb parameters

Table I contains the resulting values for the parameters
of the screened Coulomb potential, as well as the correspond-
ing values for the Debye length κ−1

D and the effective charge
defined by the standard prescription23, 33, 52

AM = exp(η SM )

1 + η SM

q
eff

M , (36)

modeled in Eq. (25), but with η instead of κD and SM ≡ (dM

+ dc)/2 instead of σ M/2. These last two modifications thus
take into account the real screening length and the real dis-
tance of closest macroion-counterion approach coming from
the finite counterion size, keeping in mind that E(R) ≈ 1 for
all the cases considered. Also reported in this table are the
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TABLE I. Parameter values corresponding to the screened Coulomb poten-
tial between two macroions immersed in a monovalent electrolyte for the
same conditions of Figure 2.

Asymptotic parameters

dc (nm) ρc (M) κ−1
D (nm) η−1 (nm) E(R) AM q

eff

M

0.5 0.002017 6.772 6.774 1.0000 − 31.65 − 29.59
0.5 0.020250 2.137 2.132 1.0002 − 54.76 − 34.07
0.5 0.205700 0.6706 0.6315 0.9968 − 848.9 − 54.73
1.0 0.002020 6.767 6.761 1.0000 − 38.01 − 35.13
1.0 0.020330 2.133 2.106 1.0001 − 83.42 − 47.99
1.0 0.209400 0.6646 0.6055 0.9993 − 3507 − 137.4

number densities used in the corresponding bulk simulations.
The first thing to notice is that η−1 ≈ κ−1

D for 0.002 M,
whereas η−1 <κ−1

D for 0.02 M and 0.2 M, indicating that for
sufficiently high salt concentrations the finite ionic size en-
hances the long-range screening of the electrostatic interac-
tions without perceptibly modifying the effective permittivity
of the supporting electrolyte. The differences induced by the
cationic size seem to be rather minor in regard to the screen-
ing length, the most salient departure occurring for 0.2 M,
where η/κD = 1.062 for dc = 0.5 nm, while η/κD = 1.098 for
dc = 1.0 nm.

The influence of the counterion size is clearly more con-
spicuous with regard to the renormalized charge, where the
values of |qeff

M | are larger for the cases with dc = 1.0 nm
than for the cases with dc = 0.5 nm at comparable salt con-
centrations. The form and parameter choices of Eq. (36) are
designed to minimize the impact of the counterion size, so
this fact is rather remarkable and highlights the importance of
the unequal charge neutralization mechanism.68 Furthermore,
whereas |qeff

M | < |qM| in most cases, in accord with the usual
expectation that nonlinear effects shield the bare macroion
charge,23, 33, 55 for the largest counterion at the highest con-
centration we have instead that |qeff

M | > |qM|, indicating that
at high enough ionic strengths such mechanism is even ca-
pable of inducing charge amplification. In this last case, the
swelling of the Stern-like layer induced by the larger counte-
rions seems to allow a relatively larger adsorption of coions
on the macroion surface, thus prompting a reduced shielding
of the bare charge. Let us also point out that if κD and dM/2
are used in Eq. (36) instead of η and SM, respectively, this
amplification becomes more dramatic, affecting at high salt
concentrations even the case with the smallest counterions, so
it does not seem to be an artifact of the adjusting scheme. This
is shored up by the analysis presented in Subsection V C.

The lines in Figure 2 represent the plots of Eq. (35) with
the parameter values given in Table I (dotted lines for ρa

≈ 0.002 M, dashed lines for ρa≈ 0.02 M, and solid lines
for ρa ≈ 0.2 M). Clearly, these lines fit the corresponding
mean forces for large enough separation distances, and devi-
ate markedly from these forces only for r � dM + 2dc. The
smaller discrepancies observed at larger distances, especially
for the smallest counterions at low salt concentrations, are ex-
plained, in part, by the dependence of the corresponding bulk
densities on the separation between macroions (MD simu-
lations were not performed at constant chemical potential).

Close to contact, where the bare macroion charge is only par-
tially shielded by the Stern-like layers and the depletion forces
become more important, the mean forces corresponding to the
same counterion size but different ionic strengths assume sim-
ilar shapes with nearly identical contact values βF(dM). The
size of the counterions, on the other hand, affect not only this
contact value but, most noticeable, the breadth of the short-
range bulge on the graphs of the mean forces.

C. Renormalized charge distributions

Our understanding of the mechanisms regulating the
renormalization of macroion charges, and, in particular, the
source of the charge magnification phenomena, can be deep-
ened by looking at the nature of the renormalized charge dis-
tribution associated with each macroion. From Eqs. (16) and
(17) it follows that

z
(R)
M (r) = qM δ(r) + �z

(R)
M (r), (37)

where

�z
(R)
M (r) = g

(R)
Ma(r) ρa qa + g

(R)
Mc(r) ρc qc, (38)

with the functions g
(R)
Mi (r) given by the density expansion

g̃
(R)
Mi (k) = c̃s

Mi(k) +
∑

p=a,c

c̃s
Mp(k) ρp c̃s

pi(k)

+
∑

p=a,c

∑
q=a,c

c̃s
Mp(k) ρp c̃s

pq(k) ρq c̃s
qi(k) + · · ·

(39)

in Fourier space. These functions can be interpreted as virtual
(short-ranged) distribution functions that can take not only
positive but also negative values. The first term on the right
hand side of Eq. (39) corresponds to the short-range direct
correlation between the macroion and the small ions, while
successive terms represent indirect short-range macroion-ion
correlations mediated by ever more extended short-range ion-
ion correlations. The renormalized macroion charge is then
given by

AM = qM + 4π

∫ ∞

0
dr r2 i0(η r) �z

(R)
M (r), (40)

where i0(x) ≡ sinh (x)/x is the spherical modified Bessel func-
tion of order zero. This last relationship is meaningful as
long as i0(η r) �z

(R)
M (r) decays fast enough with increasing r,

which is always the case for the situations under consideration
in this work.

Figures 3 and 4 illustrate the behavior of
4π	b r2 �z

(R)
M (r) (solid line), and its corresponding an-

ionic (4π	b r2 g
(R)
Ma(r) ρa qa , dotted line) and cationic

(4π	b r2 g
(R)
Mc(r) ρc qc, dashed line) components, for the cases

ρa ≈ 0.02 M and ρa ≈ 0.2 M, respectively. In both figures,
panel (a) corresponds to dc = 0.5 nm whereas panel (b)
corresponds to dc = 1.0 nm. The factor 	b was introduced to
make these quantities dimensionless, though since 	b ≈ 1 nm
in our system, the data presented are basically the local
charges in elementary units. The first thing to notice is that
�z

(R)
M (r) 	= 0 for r < (dM + da)/2 in all cases. Furthermore,
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FIG. 3. Renormalized charged distributions times 4π	b r2 (solid lines), and
the corresponding cationic (dashed line) and anionic (dotted line) com-
ponents, for 0.02 M. Panel (a) is for dc = 0.5 nm, panel (b) is for
dc = 1.0 nm.

FIG. 4. Renormalized charged distributions times 4π	b r2 (solid lines), and
the corresponding cationic (dashed line) and anionic (dotted line) compo-
nents, for 0.2 M. Panel (a) is for dc = 0.5 nm, panel (b) is for dc = 1.0 nm.

g
(R)
Ma(r) > 0 for the same range, while g

(R)
Mc(r)< 0 for r < (dM

+ dc)/2. This negative short-range distribution of counterions
inside the macroion, together with the positive short-range
distribution of coions in the same region, reinforces the bare
macroion charge and explains why |AM| > |qM|. Indeed, the
same situation applies to the approximations involved in
the DLVO model. The first factor on the right hand side of
Eq. (25) is originated precisely by the fact that, even though
�z

(R)
M (r) = 0 for r > σ p/2 in this approximated scheme,

�z
(R)
M (r) inside the macroion is nonzero, and actually shows

the same attributes discussed above: negative (positive)
virtual distributions for counterions (coions) inside the
colloid.57 Moreover, this is the case for any approach in
which the correlations between the macroion and the point
ions are linearized.26, 32, 52 The real distributions gMi(r) are, of
course, null inside the macroion, but the virtual distributions
g

(R)
Mi (r) emerge from the difference between those real distri-

butions and the long-range components that determine their
asymptotic behavior.56, 57 The negative values of the virtual
counterion distributions thus seem to emerge, in a rather
simplistic explanation, from the necessity to compensate for
the absence of counterions inside the macroion; counterions
that a linearized mean-field approach would otherwise
require to be present in that region. For the system discussed
here, it seems safe to assume that these features are mostly
taken into account by the first factor on the right hand side of
Eq. (36). As the supporting electrolyte concentration in-
creases, the magnitude of �z

(R)
M (r) for r < (dM + dc)/2 also

grows up, and consequently this factor becomes bigger.
Complementarily, the influence of the renormalized

charge distribution in the region outside the repulsive core
of the macroion, corresponding to the Stern-like layer with
finite width mentioned above, is mostly accounted for by
the effective charge q

eff

M . In this regard, the contact value
of the virtual counterion distribution, g

(R)
Mc((dM + dc)/2), re-

mains basically invariant as the electrolyte concentration
varies (even for 0.002 M, not shown), whereas the virtual
distribution of coions exhibits a more noticeable evolution,
with g

(R)
Ma(r) > 0 for all separation distances, but decidedly

rising in magnitude as the concentrations increases. The mag-
nitude of �z

(R)
M ((dM + dc)/2), which is positive, consequently

decreases with increasing electrolyte concentration. The net
contribution from �z

(R)
M (r) for r > (dM + dc)/2 is of the op-

posite sign to the bare charge in most cases, explaining why
|qeff

M | < |qM| in these situations. The exception is, indeed, the
case corresponding to 0.2 M and dc = 1.0 nm, where clearly
�z

(R)
M (r) < 0 for r � 3.22 nm. This yields the augmentation

that induces |qeff

M | > |qM|, especially since the factor i0(η r) in
the integrand in Eq. (40) gives a greater weight to this region
than to the region in the immediate vicinity of the macroion.
It is also interesting to look at how much of this augmentation
comes from each component. For sufficiently low electrolyte
concentrations, the virtual distribution of counterions is al-
ways positive outside the macroion, that is, g

(R)
Mc(r) > 0 for

r > (dM + dc)/2, and this is still true for ρa ≈ 0.2 M when dc

= 0.5 nm. For dc = 1.0 nm at the same high electrolyte con-
centration, however, g

(R)
Mc(r) becomes negative within the re-

gion 3.43 nm < r < 4.16 nm, and, moreover, seems to have an
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oscillatory behavior beyond this point. But the largest contri-
bution to the macroion charge augmentation comes from the
virtual distribution of coions in the immediate vicinity of the
macroion, where we have that 4π	b r2 g

(R)
Ma(r) ρa qa ≈ −44

for r = (dM + dc)/2, thus adding a considerable amount of
negative charge to AM.

D. Bridge functions

The approach used here allows, too, the determination of
all the bridge functions in the system by using Eq. (3), at least
outside the regions where gij(r) = 0. The bulk bridge func-
tions baa(r), bac(r), and bcc(r), not shown here, have a mag-
nitude of less than 0.14 for all the cases considered, with the
maximum occurring at contact for the highest dilution, and
decay rapidly with increasing separation distances. The well-
known hyper-netted chain (HNC) approximation, which ne-
glects the bridge functions for all separation distances, thus
provides a fairly good description of the correlations in the
bulk electrolyte. For the correlations between macroions and
small ions, on the other hand, the HNC approach does not
provide a suitable description, and even fails to converge for
the most dilute cases. Figure 5 illustrates in inverted scale the
corresponding bridge functions bMc(r) (main) and bMa(r) (in-
set) for the cases: ρa ≈ 0.002 M (dotted lines), ρa ≈ 0.02 M
(dashed lines), and ρa ≈ 0.2 M (solid lines); where pan-
els (a) and (b) correspond, respectively, to dc = 0.5 nm and
dc = 1.0 nm. The noisy regions on the plots of bMa(r) are due
to the fact that gMa(r) ≈ 0 in those regions, which is ex-
acerbated by the logarithm in Eq. (3). These are, however,

FIG. 5. (a) and (b) Bridge functions for the correlations between macroions
and small ions for the same conditions as in Figure 2.

FIG. 6. (a) and (b) Bridge functions for the macroion-macroion correlations
for the same conditions as in Figure 2.

precisely the regions where the repulsive potential domi-
nates the behavior of this distribution function, thus mak-
ing rather irrelevant the contribution from the corresponding
bridge function. Regarding the central goal of this work, the
main conclusion here is that bMc(r) and bMa(r) enhance the
corresponding short-range repulsions, when compared to the
HNC approximation, thus affecting the ensuing renormalized
charges.

Having ascertained the behavior of F asy(r), it is now
possible to integrate numerically the short-range mean force
F*(r) ≡ F (r) − F asy(r) to obtain the potential of mean force
βwMM (r) ≡ −ln (1 + hMM(r)) between the macroions. Feed-
ing this information into Eq. (3) allows us to determine the
corresponding macroion-macroion bridge function. The re-
sults obtained from this exercise are illustrated in Figure 6,
where the plots of −bMM(r) are reported. The notation is the
same as in the previous figure. The net effect is an enhanced
macroion-macroion repulsion at short distances, which be-
comes more important as the electrolyte concentration de-
creases. Once more, as has been previously observed,49 the
HNC approach is not reliable under these conditions, even
when it converges.

VI. CONCLUDING REMARKS

A direct fit of the EPP long-range
behavior23, 33, 41, 50, 52, 53, 55 runs into various problems.
On the one hand, it is difficult to estimate in advance at what
separation distance between macroions the non-asymptotic
term becomes negligible enough; part of the problem be-
ing the lack of prior knowledge about the cutoff distance
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at which �z
(R)
M (r) becomes sufficiently small.52 For too

large separation distances, on the other hand, the general
uncertainty in the data increases. A separate issue occurs in
particular for computer simulation studies, which are seldom
implemented at constant chemical potentials. This may be
especially troublesome for situations, as ours, in which two
macroions are kept at fixed positions while the small ions
are let to move freely within the cell. The region between
the macroions at intermediate separation distances is thus
prone to be overpopulated by counterions and depleted of
coions, leaving the rest of the cell with counterion excesses
and coion deficiencies. Hence, different separation distances
may actually correspond to different bulk densities. This lack
of consistency with regard to the implicit chemical potentials
is also a problem when comparing simulations corresponding
to dissimilar macroion species, even when the number of
small ions in the cell is kept fixed. The small disagreements
in bulk densities seem to have relatively minor effects on
the screening lengths, which depend roughly on the inverse
square root of these densities, but large consequences on the
effective charges, due mostly to the exponential in the first
factor on the right hand side of Eq. (36). These difficulties
may explain the apparent non-additivity of the renormalized
charges reported by Allahyarov and Löwen.50 By contrast,
the dressed ion theory provides exact and robust techniques
for determining these asymptotic parameters, which allow us
to minimize, or even shunt altogether, many of these prob-
lems. This is so because the main input for these techniques
are the short-range components of the correlations, which
are usually easier to ascertain. Furthermore, the resulting
values are obtained by numerical integrations, which are less
sensitive to data noise. The additivity of the renormalized
charges, for example, which in the limit of infinite macroion
dilution at fixed bulk electrolyte densities seems rather
straightforward, is guaranteed in the most general case by the
fact that these parameters depend only on the short-ranged
distributions of the small ions around a single macroion, as
portrayed by Eqs. (37)–(40).

The usefulness of the different theoretical approaches
available for the determination of the screened Coulomb pa-
rameters may be tested against the benchmark provided by the
corresponding values attained directly from computer simu-
lation studies using the method proposed in this work. For
example, we can compare the results reported here against
the renormalized charges A

(PB)
M obtained from the well-

established PB equation in the case corresponding to a spheri-
cal macroion immersed in an infinite sea of point ions at finite
salt concentration (thus requiring a vanishing electrostatic po-
tential at r → ∞). Within the framework employed here, this
approach is exactly equivalent to assuming that ρM = 0, α−1

= 0, biM(r) = bMi(r) = 0 for i = a, c, and cs
ij (r) = 0 for i, j

= a, c; consequently, η = κD and E(R) = 1. To make the com-
parison more meaningful, we consider here the asymmetric
hard-core conditions giM(r) = gMi(r) = 0 when r < (dM

+ di)/2 for i = a, c. The renormalized charges obtained for
the cases of ρa ≈ 0.02 M with dc = 0.5 nm and dc = 1.0
nm, for example, are A

(PB)
M = −59.82 and A

(PB)
M = −70.16,

respectively. In this instance, the mean-field approach overes-
timates the renormalized charge corresponding to the smallest

counterions, but underestimates it in the case with the largest
counterions. When ρa ≈ 0.2 M, on the other hand, A

(PB)
M

= −712.2 for dc = 0.5 nm, whereas A
(PB)
M = −1080 for dc

= 1.0 nm; so in this occasion the renormalized charges are
underestimated in both cases, patently more so for the largest
counterions. Thus, the PB equation provides a computation-
ally less demanding approach that captures the main features
of this type of systems by providing a reasonable description
of the trends in the behavior of AM as a function of the coun-
terion size, at least for weakly coupled systems. On the other
hand, the PB approach seems to predict an effective charge
augmentation for infinite cylindrical macroions immersed in
an electrolyte with divalent coions and univalent counterions,
at least for certain asymptotic limits,45 although the underly-
ing mechanism is rather different from the one studied here.

The insights gained from the type of analysis described in
this work should allow a richer and deeper understanding of
the experimental data gathered from the physicochemical sys-
tems under consideration. Optical microscopy and light scat-
tering techniques, for example, provide direct information on
the colloidal correlations by measuring the corresponding col-
loidal distribution function g(r), in the case of the former, or
its Fourier transform, the colloidal structure factor S(k), in the
case of the latter. Although the data are often presented in
terms of the potential of mean force w(r) ≡ −kBTln g(r), it is
more sensible to analyze the structural properties in terms of
the corresponding EPP, since it explicitly excludes misleading
many-body effects;25–27, 36 in the limit of infinite macroion di-
lution the effective interaction ueff(r) becomes indeed equiva-
lent to the potential of mean force w(r). Optical microscopy
can also provide a more direct description of the EPP, by
tracking the trajectories of two neighboring colloidal parti-
cles moving freely,9, 14 or even by manipulating them directly
by means of optical tweezers.10, 13 Under some of these ex-
perimental conditions, the large colloids may not be at ther-
mal equilibrium, but the solvent molecules and small ions in
the supporting electrolyte are fast relaxing components that
equilibrate rapidly for a given colloidal distribution. The mea-
sured EPP should then be comparable to those obtained from
theoretical schemes. For computer simulation studies at the
McMillan-Mayer level of description, on the other hand, the
contribution from such fast relaxing small ions can be easily
summed up for each fixed distribution of the colloids in the so-
lution. The slow evolution of the colloidal distribution, how-
ever, may render these simulations impractical for the study
of long term processes. The theoretical EPPs can then be used
too for more economical computer simulations.

The usual claim that the DLVO model has been exper-
imentally confirmed just means, for the most part, that the
long range screened Coulomb term in Eq. (24) accurately fits
the relevant experimental data for sufficiently dilute colloidal
suspensions. Traditionally, the information thus obtained has
been interpreted by using the standard DLVO result for the
renormalized charge, namely, Eq. (25), thus producing ad hoc
values of the corresponding screening lengths and macroion
bare charges. However, a better fit of these fundamental physi-
cal parameters can be attained by using the more sophisticated
techniques discussed here. In particular, the DLVO model pre-
dicts that, at a given ionic strength, the renormalized charges
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are independent of the nature of the small ions. Contrary to
this, the theoretical approaches examined here indicate that
changing the type of added salt, while keeping the same sol-
vent and colloidal particles, should induce different degrees
of renormalization in the effective charges of the macroions,
as well as modify their short-range interactions; these effects
may help to explain recent experimental results.59, 69 Other
important issues that may be considered in future theoretical
studies about effective macroion interactions are multivalent
small ions and polarization effects.70–76
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APPENDIX A: EFFECTIVE DIRECT CORRELATION
FUNCTIONS

We shall start by considering the grand canonical descrip-
tion of the static properties of a multicomponent fluid. Thus,
our system is composed by M different species of particles
confined inside a finite region, where Nα and μα are, respec-
tively, the number of particles of species α in a given configu-
ration and the corresponding chemical potential. In that same
microscopic configuration, r(α)

i is the position of the ith par-
ticle of species α. To simplify the notation, we denote by N
and μ the M-vectors constituted, respectively, by the numbers
of particles and the chemical potentials. The average value of
any function Â({N}; {r}) of the particles positions (a classical
operator which depends on the microscopic configuration) is
then given by

〈Â〉 = �−1 Tr f̂ Â, (A1)

where

f̂ ({N}; {r}) = exp[β μ · N − β V̂ ({N}; {r})] (A2)

is the unnormalized probability density,

� = Tr f̂ (A3)

is the grand partition function that normalizes this density, and
the standard notation

Tr Â =
∑
{ N}

[
M∏

α=1

Nα! �3Nα

α

]−1 ∫
d{r} Â({N}; {r}) (A4)

denotes the classical trace of the operator Â({N}; {r}). The
sum is realized over all possible numbers of particles (i.e.,
each Nα runs from 0 to infinite), �α is the de Broglie thermal
wavelength of species α, and V̂ ({N}; {r}) is the potential en-
ergy of a given microscopic configuration. This last operator
must be invariant when any two particles of the same species
interchange positions (i.e., under r(α)

i ↔r(α)
j ).

Let us now consider again the distinction between the
m observable species, denoted by the sub-index O, and

the M − m background (unobservable) species, denoted
by the sub-index B. Accordingly, we have that Â({N}; {r})
= Â({N}O ; {r}O ; {N}B ; {r}B), μ · N = μO · NO + μB · NB ,
and

Tr Â = TrO TrB Â, (A5)

where

TrX Â =
∑
{ NX}

[∏
α∈X

Nα! �3Nα

α

]−1 ∫
d{r}X Â({N}; {r})

(A6)
for X = O, B. Of particular interest in this context are the
operators that depend only on the variables of the observable
species: AO({N}O ; {r}O). The ensemble average of such an
operator can then be expressed as

〈ÂO〉 = �−1 TrO f̂O ÂO, (A7)

where the unnormalized probability density of the observable
subsystem is defined by

f̂O = TrB f̂ , (A8)

and, most importantly, the normalization factor is still given
by the same grand partition function defined in Eq. (A3),
since TrO f̂O = TrO TrB f̂ = Tr f̂ . Taking into account
that the connection with thermodynamics is given through
exp (−β�) = �, where � is the Landau potential of the orig-
inal (whole) system, this implies that �O = �, where �O

(≡ β−1 ln[TrO f̂O]) is the Landau potential of the observable
subsystem. To this subsystem corresponds then the effective
potential energy V̂ eff

O ({N}O ; {r}O), defined by

f̂O({N}O ; {r}O) = exp
[
β μO · NO − β V̂ eff

O ({N}O ; {r}O)
]
,

(A9)
and from now on it could be considered as a complete sys-
tem by itself. In other words, the effective potential energy
obtained after integrating out the degrees of freedom of the
unobservable species provides us with a contracted descrip-
tion of the system that involves only the observable species.
The implications from this viewpoint of a contracted system,
with emphasis on two-point correlations, are discussed next.

In order to define these correlations, we start by assum-
ing, as customary, that the potential energy of the whole sys-
tem is of the form

V̂ ({N}; {r}) = Û ({N}; {r}) +
M∑

α=1

∫
dx ρ̂α(x) ψα(x),

(A10)
where we have introduced the local density operator for
species α

ρ̂α(x) =
Nα∑
i=1

δ(x − r(α)
i ) . (A11)

Hence, for a given intrinsic potential energy Û ({N}; {r}), all
the thermodynamic quantities can be seen as functionals of
the set of external functions yα(x) defined by

yα(x) ≡ μα − ψα(x) (A12)
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(which play the role of local chemical potentials), and imme-
diately follows that

δ�

δyα(x)
= −ρα(x) (A13)

for α = 1, . . . , M, where ρα(x) = 〈ρ̂α(x)〉 is the equilibrium
local number density of particles of species α located in the
vicinity of x. Furthermore,

1

β

δρα(x1)

δyγ (x2)
= − 1

β

δ2�

δyα(x1) δyγ (x2)

= ρα(x1) ργ (x2) hαγ (x2, x2)

+ ρα(x1) δαγ δ(x1 − x2) (A14)

for α, γ = 1, . . . , M, where hαγ (x1, x2) is the total correlation
function between particles of species α and γ located at points
x1 and x2, respectively. Replacing � (viewed as a functional
of {y}) by �O (viewed as a functional of {y}O and {y}B) in
these last two equations gives us the corresponding relations
for the contracted description, but now with α, γ = 1, . . . , m.
Since �O = �, the equilibrium densities and total two-point
correlation functions of this contracted system are identical to
those of the original system (not really surprising, given that
V̂ eff

O was designed to do precisely this).
Our main interest now is the (inhomogeneous) OZ equa-

tion corresponding to the contracted system, which can be ob-
tained by following the same approach used to obtain the OZ
equation corresponding to the whole system. Taking into ac-
count Eq. (A13) (but with �O instead of �), we define the
intrinsic free energy FO of the contracted system by the (in-
complete) Legendre transformation

FO = �O +
m∑

α=1

∫
dx ρα(x) yα(x), (A15)

from which follows that FO is a functional of {ρ}O and {y}B

such that

δFO

δρα(x)
= yα(x) (A16)

for α = 1, . . . , m. Next, the excess part of FO is obtained
through the relation

βF ex
O = βFO −

m∑
α=1

∫
dx ρα(x)

[
ln

(
�3

α ρα(x)
) − 1

]
,

(A17)
so the effective direct correlation function of the contracted
system is immediately given by

ceff
αγ (x1, x2) = −β

δ2F ex
O

δρα(x1) δργ (x2)
. (A18)

From Eqs. (A16) and (A17) it then follows that

β
δyα(x1)

δργ (x2)
= 1

ρα(x1)
δαγ δ(x1 − x2) − ceff

αγ (x1, x2) (A19)

for α, γ = 1, . . . , m. Inserting Eqs. (A14) and (A19) into the
relationship

m∑
ζ=1

∫
dx3

δyα(x1)

δρζ (x3)

δρζ (x3)

δyγ (x2)
= δαγ δ(x1 − x2) (A20)

yields the desired result

hαγ (x1, x2)

= ceff
αγ (x1, x2) +

m∑
ζ=1

∫
dx3 ceff

αζ (x1, x3)

× ρζ (x3) hζγ (x3, x2) (A21)

for α, γ = 1, . . . , m.
The procedure to obtain the OZ equation for the whole

system is identical to the one just described, but using �, F ,
and F ex instead of �O, FO , and F ex

O . The definitions of F
and F ex parallel those provided in Eqs. (A15) and (A17), but
the sums run now all the way up to α = M. This means that
the interpretation of Eq. (A16), pertaining to the contracted
system, and its analogous for the whole system, with F in-
stead of FO , are somehow different. In the contracted sys-
tem, yα(x) is a functional of {ρ}O and {y}B; for the whole
system, on the other hand, it is a functional of {ρ}, namely,
the full set of equilibrium densities. This means that in
Eq. (A19) the equilibrium density ργ (x) is varied while the
ρη(x) for 1 ≤ η 	= γ ≤m and the yζ (x) for m + 1 ≤ ζ ≤ M
are kept fixed, whereas in the equivalent relation for the whole
system (where ceff

αγ (x1, x2) is replaced by cαγ (x1, x2)) the cor-
responding variation in ργ (x) is carried away while keeping
all the remaining ρη(x) fixed. This explains why in Eq. (A21)
the sum in ζ runs just from 1 to m, whereas for the analogous
relationship pertaining to the full description of the whole sys-
tem, the sum in ζ runs all the way up to ζ = M, with α,
γ = 1, . . . , M.

Finally, the thermodynamic limit, in which the canonical
and grand canonical ensembles become equivalent, amounts
to taking, for all α, the limit ψα(x) →0 everywhere (the
region of confinement becomes then of infinite extension),
while keeping all the chemical potentials fixed. Consequently,
Nα → ∞ in such a way that ρα(x) = ρα , whereas the two-
point correlations take the form hαγ (x1, x2) = hαγ (|x1 − x2|),
etc., thus recovering Eqs. (4), (6), and (10).

APPENDIX B: NUMERICAL SOLUTION

The iterative method employed here works as follows.
In the basic cycle, we start with an initial set of functions
ξ s
ij (r) from which the functions cs

ij (r) are obtained by using
cs
ij (r) = hij(r) − ξ s

ij (r), where hij(r) is given by Eqs. (32) and
(33). Next, these short-range direct correlation functions are
Fourier transformed to generate the functions c̃s

ij (k) to be in-
serted into the relationship obtained from Eqs. (4) and (14)

H = (I − (C − 	bυ̃(k)ZZT)R)−1

×(C − 	bυ̃(k)ZZT), (B1)

where z̃i(k) = qi, yielding the functions h̃ij (k). Finally, the
inverse Fourier transform of ξ̃ s

ij (k) = h̃ij (k) −c̃s
ij (k) provides

a new set of functions ξ s
ij (r) to be used as the initial set for

the next cycle. The function bext
ij (r) appearing in Eq. (33) can

be initially set to zero, and subsequently be extrapolated from
the bij(r) determined for r ≤ Rc

ij . This can be done by using a
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specific functional form like (Aij + Bijcos (ωijr) + Cij

sin (ωijr)) exp (−λijr)/r, or by a relationship involving the
short-range indirect correlation functions like

∑
paijp ξ s

ip(r)
ξ s
pj (r), etc. One can compare results from different approxi-

mations to estimate the accuracy of the calculations. However,
as mentioned above, the contributions from these extrapolated
bridge functions should be negligible when the cutoff distance
is chosen large enough.

The Ng algorithm77 uses the results from a few basic cy-
cles to provide a better estimate of the ξ s

ij (r), usually improv-
ing the convergence of the method just described. Another
useful trick is to multiply the parameter 	b and the functions
hij(r) determined from Eqs. (32) and (33) by a factor x, which
is then varied from 0 to 1. When x = 0 the exact solution is
given by ξ s

ij (r) = 0, and from this starting point the desired re-
sult is attained by incremental steps on x. On the other hand, if
the simulation data are too noisy, it may be helpful to smooth
the corresponding hsim

ij (r) by using sectional least-square
fitting.
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